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Вивчити основні поняття, визначення, принципи теорії планування експерименту, на основі яких вивчити побудову формалізованих алгоритмів проведення експерименту і отримання формалізованої моделі об’єкта. Закріпити отримані знання практичним їх використанням при написанні програми, що реалізує завдання на лабораторну роботу.

**Варіант завдання:**

**![](data:image/png;base64,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)**

**Лістинг програми:**

import random

import numpy as np

import sklearn.linear\_model as lm

from scipy.stats import f, t

from numpy.linalg import solve

def regression(x, b):

y = sum([x[i] \* b[i] for i in range(len(x))])

return y

def dispersion(y, y\_aver, n, m):

res = []

for i in range(n):

s = sum([(y\_aver[i] - y[i][j]) \*\* 2 for j in range(m)]) / m

res.append(round(s, 3))

return res

def planing\_matrix\_interaction\_effect(n, m):

x\_normalized = [[1, -1, -1, -1],

[1, -1, 1, 1],

[1, 1, -1, 1],

[1, 1, 1, -1],

[1, -1, -1, 1],

[1, -1, 1, -1],

[1, 1, -1, -1],

[1, 1, 1, 1]]

y = np.zeros(shape=(n, m), dtype=np.int64)

for i in range(n):

for j in range(m):

y[i][j] = random.randint(y\_min, y\_max)

for x in x\_normalized:

x.append(x[1] \* x[2])

x.append(x[1] \* x[3])

x.append(x[2] \* x[3])

x.append(x[1] \* x[2] \* x[3])

x\_normalized = np.array(x\_normalized[:len(y)])

x = np.ones(shape=(len(x\_normalized), len(x\_normalized[0])), dtype=np.int64)

for i in range(len(x\_normalized)):

for j in range(1, 4):

if x\_normalized[i][j] == -1:

x[i][j] = x\_range[j - 1][0]

else:

x[i][j] = x\_range[j - 1][1]

for i in range(len(x)):

x[i][4] = x[i][1] \* x[i][2]

x[i][5] = x[i][1] \* x[i][3]

x[i][6] = x[i][2] \* x[i][3]

x[i][7] = x[i][1] \* x[i][3] \* x[i][2]

print(f'\nМатриця планування для n = {n}, m = {m}:')

print('\nЗ кодованими значеннями факторів:')

print('\n X0 X1 X2 X3 X1X2 X1X3 X2X3 X1X2X3 Y1 Y2 Y3')

print(np.concatenate((x, y), axis=1))

print('\nНормовані значення факторів:\n')

print(x\_normalized)

return x, y, x\_normalized

def find\_coef(X, Y, norm=False):

skm = lm.LinearRegression(fit\_intercept=False)

skm.fit(X, Y)

B = skm.coef\_

if norm == 1:

print('\nКоефіцієнти рівняння регресії з нормованими X:')

else:

print('\nКоефіцієнти рівняння регресії:')

B = [round(i, 3) for i in B]

print(B)

return B

def bs(x, y, y\_aver, n):

res = [sum(1 \* y for y in y\_aver) / n]

for i in range(7):

b = sum(j[0] \* j[1] for j in zip(x[:, i], y\_aver)) / n

res.append(b)

return res

def kriteriy\_studenta2(x, y, y\_aver, n, m):

S\_kv = dispersion(y, y\_aver, n, m)

s\_kv\_aver = sum(S\_kv) / n

s\_Bs = (s\_kv\_aver / n / m) \*\* 0.5

Bs = bs(x, y, y\_aver, n)

ts = [round(abs(B) / s\_Bs, 3) for B in Bs]

return ts

def kriteriy\_studenta(x, y\_average, n, m, dispersion):

dispersion\_average = sum(dispersion) / n

s\_beta\_s = (dispersion\_average / n / m) \*\* 0.5

beta = [sum(1 \* y for y in y\_average) / n]

for i in range(3):

b = sum(j[0] \* j[1] for j in zip(x[:,i], y\_average)) / n

beta.append(b)

t = [round(abs(b) / s\_beta\_s, 3) for b in beta]

return t

def kriteriy\_fishera(y, y\_average, y\_new, n, m, d, dispersion):

S\_ad = m / (n - d) \* sum([(y\_new[i] - y\_average[i])\*\*2 for i in range(len(y))])

dispersion\_average = sum(dispersion) / n

return S\_ad / dispersion\_average

def check(X, Y, B, n, m, norm=False):

f1 = m - 1

f2 = n

f3 = f1 \* f2

q = 0.05

y\_aver = [round(sum(i) / len(i), 3) for i in Y]

print('\nСереднє значення y:', y\_aver)

dispersion\_arr = dispersion(Y, y\_aver, n, m)

qq = (1 + 0.95) / 2

student\_cr\_table = t.ppf(df=f3, q=qq)

ts = kriteriy\_studenta2(X[:, 1:], Y, y\_aver, n, m)

temp\_cohren = f.ppf(q=(1 - q / f1), dfn=f2, dfd=(f1 - 1) \* f2)

cohren\_cr\_table = temp\_cohren / (temp\_cohren + f1 - 1)

Gp = max(dispersion\_arr) / sum(dispersion\_arr)

print('Дисперсія y:', dispersion\_arr)

print(f'Gp = {Gp}')

if Gp < cohren\_cr\_table:

print(f'З ймовірністю {1-q} дисперсії однорідні.')

else:

print("Необхідно збільшити кількість дослідів")

m += 1

with\_interaction\_effect(n, m)

print('\nКритерій Стьюдента:\n', ts)

res = [t for t in ts if t > student\_cr\_table]

final\_k = [B[i] for i in range(len(ts)) if ts[i] in res]

print('\nКоефіцієнти {} статистично незначущі, тому ми виключаємо їх з рівняння.'.format(

[round(i, 3) for i in B if i not in final\_k]))

y\_new = []

for j in range(n):

y\_new.append(regression([X[j][i] for i in range(len(ts)) if ts[i] in res], final\_k))

print(f'\nЗначення "y" з коефіцієнтами {final\_k}')

print(y\_new)

d = len(res)

if d >= n:

print('\nF4 <= 0')

print('')

return

f4 = n - d

Fp = kriteriy\_fishera(Y, y\_aver, y\_new, n, m, d, dispersion\_arr)

Ft = f.ppf(dfn=f4, dfd=f3, q=1 - 0.05)

print('\nПеревірка адекватності за критерієм Фішера')

print('Fp =', Fp)

print('Ft =', Ft)

if Fp < Ft:

print('Математична модель адекватна експериментальним даним')

return True

else:

print('Математична модель не адекватна експериментальним даним')

return False

def with\_interaction\_effect(n, m):

X, Y, X\_norm = planing\_matrix\_interaction\_effect(n, m)

y\_aver = [round(sum(i) / len(i), 3) for i in Y]

B\_norm = find\_coef(X\_norm, y\_aver, norm=True)

return check(X\_norm, Y, B\_norm, n, m, norm=True)

def planning\_matrix\_linear(n, m, x\_range):

x\_normalized = np.array([[1, -1, -1, -1],

[1, -1, 1, 1],

[1, 1, -1, 1],

[1, 1, 1, -1],

[1, -1, -1, 1],

[1, -1, 1, -1],

[1, 1, -1, -1],

[1, 1, 1, 1]])

y = np.zeros(shape=(n,m))

for i in range(n):

for j in range(m):

y[i][j] = random.randint(y\_min,y\_max)

x\_normalized = x\_normalized[:len(y)]

x = np.ones(shape=(len(x\_normalized), len(x\_normalized[0])))

for i in range(len(x\_normalized)):

for j in range(1, len(x\_normalized[i])):

if x\_normalized[i][j] == -1:

x[i][j] = x\_range[j-1][0]

else:

x[i][j] = x\_range[j-1][1]

print('\nМатриця планування:' )

print('\n X0 X1 X2 X3 Y1 Y2 Y3 ')

print(np.concatenate((x, y), axis=1))

return x, y, x\_normalized

def regression\_equation(x, y, n):

y\_average = [round(sum(i) / len(i), 2) for i in y]

mx1 = sum(x[:, 1]) / n

mx2 = sum(x[:, 2]) / n

mx3 = sum(x[:, 3]) / n

my = sum(y\_average) / n

a1 = sum([y\_average[i] \* x[i][1] for i in range(len(x))]) / n

a2 = sum([y\_average[i] \* x[i][2] for i in range(len(x))]) / n

a3 = sum([y\_average[i] \* x[i][3] for i in range(len(x))]) / n

a12 = sum([x[i][1] \* x[i][2] for i in range(len(x))]) / n

a13 = sum([x[i][1] \* x[i][3] for i in range(len(x))]) / n

a23 = sum([x[i][2] \* x[i][3] for i in range(len(x))]) / n

a11 = sum([i \*\* 2 for i in x[:, 1]]) / n

a22 = sum([i \*\* 2 for i in x[:, 2]]) / n

a33 = sum([i \*\* 2 for i in x[:, 3]]) / n

X = [[1, mx1, mx2, mx3], [mx1, a11, a12, a13], [mx2, a12, a22, a23], [mx3, a13, a23, a33]]

Y = [my, a1, a2, a3]

B = [round(i, 2) for i in solve(X, Y)]

print('\nРівняння регресії:')

print(f'y = {B[0]} + {B[1]}\*x1 + {B[2]}\*x2 + {B[3]}\*x3')

return y\_average, B

def linear(n, m):

f1 = m - 1

f2 = n

f3 = f1 \* f2

q = 0.05

x, y, x\_norm = planning\_matrix\_linear(n, m, x\_range)

y\_average, B = regression\_equation(x, y, n)

dispersion\_arr = dispersion(y, y\_average, n, m)

temp\_cohren = f.ppf(q=(1 - q / f1), dfn=f2, dfd=(f1 - 1) \* f2)

cohren\_cr\_table = temp\_cohren / (temp\_cohren + f1 - 1)

Gp = max(dispersion\_arr) / sum(dispersion\_arr)

print('\nПеревірка за критерієм Кохрена:\n')

print(f'Розрахункове значення: Gp = {Gp}'

f'\nТабличне значення: Gt = {cohren\_cr\_table}')

if Gp < cohren\_cr\_table:

print(f'З ймовірністю {1-q} дисперсії однорідні.')

else:

print("Необхідно збільшити ксть дослідів")

m += 1

linear(n, m)

qq = (1 + 0.95) / 2

student\_cr\_table = t.ppf(df=f3, q=qq)

student\_t = kriteriy\_studenta(x\_norm[:,1:], y\_average, n, m, dispersion\_arr)

print('\nТабличне значення критерій Стьюдента:\n', student\_cr\_table)

print('Розрахункове значення критерій Стьюдента:\n', student\_t)

res\_student\_t = [temp for temp in student\_t if temp > student\_cr\_table]

final\_coefficients = [B[student\_t.index(i)] for i in student\_t if i in res\_student\_t]

print('Коефіцієнти {} статистично незначущі.'.

format([i for i in B if i not in final\_coefficients]))

y\_new = []

for j in range(n):

y\_new.append(regression([x[j][student\_t.index(i)] for i in student\_t if i in res\_student\_t], final\_coefficients))

print(f'\nОтримаємо значення рівння регресії для {m} дослідів: ')

print(y\_new)

d = len(res\_student\_t)

f4 = n - d

Fp = kriteriy\_fishera(y, y\_average, y\_new, n, m, d, dispersion\_arr)

Ft = f.ppf(dfn=f4, dfd=f3, q=1 - 0.05)

print('\nПеревірка адекватності за критерієм Фішера:\n')

print('Розрахункове значення критерія Фішера: Fp =', Fp)

print('Табличне значення критерія Фішера: Ft =', Ft)

if Fp < Ft:

print('Математична модель адекватна експериментальним даним')

return True

else:

print('Математична модель не адекватна експериментальним даним')

return False

def main(n, m):

main\_1 = linear(n, m)

if not main\_1:

interaction\_effect = with\_interaction\_effect(n, m)

if not interaction\_effect:

main(n, m)

if \_\_name\_\_ == '\_\_main\_\_':

x\_range = ((-30, 20), (25, 45), (25, 30))

y\_max = 200 + int(sum([x[1] for x in x\_range]) / 3)

y\_min = 200 + int(sum([x[0] for x in x\_range]) / 3)

main(8, 3)